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Multiword expression identification (MWEI)

Task definition
Point at occurrences of MWEs in running text
Distinguish MWEs from regular combinations:
=⇒ to take pains ‘to try hard’ vs. to take gloves

State of the art
2 editions of the PARSEME shared task on automatic
identification of verbal MWEs (2017 & 2018)
MWEI is more challenging than related tasks (e.g. NER)

Position statement
The difficulties of MWEI lie in the very nature of MWEs
MWEI should systematically be coupled MWE discovery via
NLP-applicable syntactic lexicons of MWEs
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Multiword expressions (MWEs)

Diversity of multiword expressions
compounds: to and fro, crystal clear , a slam dunk ‘an
easily achieved victory’
verbal idioms: to take pains ‘to try hard’
light-verb constructions: to pay a visit
verb-particle constructions: to take off
institutionalized phrases: traffic light
multiword terms: neural network
multiword named entities: Federal Bureau of Investigation
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MWE dichotomy

Sublanguage MWEs (SL-MWEs)
multiword named entities (NEs) and multiword terms
coined by sublanguage experts via dedicated nomenclature
instruments (e.g. scientific publications, naming committees)

General language MWEs (GL-MWEs)
coined by much larger communities of speakers via informal
processes
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MWE properties I

Proliferation speed (Pprolif)
SL-MWEs strongly proliferate
GL-MWE take longer to establish in a language

Nature of discrepancies (Pdiscr)
SL-MWEs - peculiarities at the level of tokens (individual
occurrences)

multiword NEs - capitalization, trigger words (Bureau, river , Mr.)
multiword terms - components are rarer in general language (neural)

GL-MWE - mostly regular at the level of tokens, idiosyncratic
at the level of types (sets of surface realizations of an MWE)

to take pains ‘to try hard’, #to take the pain
to take gloves, to take the glove
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MWE properties II
Component similarity (Psim)

SL-MWEs - strong surface/semantic similarity of components
Modification of previous terms:

neural network, neural net, recurrent neural network, neural
network pushdown automata

Lexical replacement within a given semantic class:
American/Brazilian/French/Ethiopian Red Cross, Nigerian Red
Cross Society , Iranian/Iraki Red Crescent Society , Saudi Red
Crescent Authority

GL-MWE - moderate similarity of components
LVCs - few frequent light verbs, nouns always predicative; but: the same
verbs are also highly frequent in regular constructions:

make a decision, pay a visit vs. to make bread
IRVs - verb always governs the RCLI, RCLI hardly inflects; but:
synonymous verbs are not necessarily inherently reflexive:

PL znaleźć się ‘find oneself’ vs. PL *wyszukać się ‘find oneself’
VIDs - dissimilar to each other but similar to regular constructions

to take pains ‘to try hard’ vs. to take aches

Low ambiguity (Pambig)
most MWEs may potentially occur literally:

We took pains not to harm them ‘We tried hard not to harm them’
I could not

:::
take the

:::
pain any longer

ambiguity is rare in corpora [Savary et al., 2019, Waszczuk et al., 2016]:

idiomaticity rate from 0.96 to 0.98 in DE , EU , EL , PL , and PT

Zipfian distribution (Pzipf)
Few MWE types occur frequently in texts, and there is a long tail
of MWEs occurring rarely [Ha et al., 2002, Ryland Williams et al., 2015].
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Identification of sublanguage MWEs (NEs, terms) I
CoNLL 2002 and 2003 shared task on named entity recognition

Language annotated NEs Best 2002/2003 Best 2018
German 20K 0.71 0.78
Dutch 13K 0.74 0.85
Spanish 18K 0.77 0.85
English 35K 0.86 0.90

2002 and 2003 results
Machine learning: HMM, decision tree, MaxEnt, CRF, SVM
Heavy use of external lexicons (gazeteers)

2018 results
Up-to-date results by Yadav and Bethard [2018]

Deep neural networks, no lexicon lookup

10/31



Intro MWEs’ nature SOA in MWEI MWE lexicons Towards syntactic MWE lexicons References

Identification of sublanguage MWEs (NEs, terms) II

Term identification
Several domain-specific benchmarks [Campos et al., 2012]

F1=0.81 on disorder names
F1=0.85 on chemical names
F1=0.88 on gene/protein names

Discussion
Morphology affects results (F1=0.71–0.77 in Polish NER)
Single-word and multiword entities considered
=⇒ But multiword NEs and terms are very frequent
Machine learning, reasonably good F1 scores for ∼20 years
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Identification of general-language MWEs I

Focus on PARSEME 1.1 shared task

19 languages, verbal MWEs
Best systems: average from F1=0.5 to F1=0.58

Overview of “largest” languages:

BG FR PL PT RO TR
#verbal MWEs 6.7K 5.7K 5.2K 5.5K 5.9K 7.1K
unseen ratio .33 .50 .28 .28 .05 .75
Best non-NN F1 .63 .56 .67 .62 .83 .45
Best NN F1 .66 .61 .64 .68 .87 .59
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Identification of general-language MWEs II

Discussion
MWE scores do not exceed 0.68
=⇒ except for RO, which has a low unseen ratio
Hard to compare results on SL-MWEs and GL-MWEs

Categories included in NER
Single- and multiword entities mixed
GL-MWE corpora are much smaller

Still, MWEI seems to be a particularly hard problem
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Challenges of unseen data

Best open (SHOMA) and closed (TRAVERSAL) track systems
Phenomenon-specific measures: seen vs. unseen

BG PL PT

TRAVERSAL seen .76 .85 .78
unseen .13 .17 .20

SHOMA seen .78 .82 .87
unseen .31 .18 .31

Better generalization for unseen LVCs and IRVs (Psim)
Very low when compared to unseen SL-MWEs
=⇒ F1=0.81 to F1=0.94 on unseen NEs [Augenstein et al., 2017]
Unseen GL-MWEs seem harder than unseen SL-MWEs

Pdiscr and Psim differences
Machine learning can more easily take unseen SL-MWEs into account
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Potential progress in seen GL-MWEs

GL-MWEs have low ambiguity (Pambig)
F1=0.88 for French with simple baseline [Pasquer et al., 2018]
Similar approach ranked second in DiMSUM task [Cordeiro et al., 2016]

BG PL PT

TRAVERSAL identical to train .85 .92 .87
variants of train .55 .80 .72

SHOMA identical to train .89 .95 .93
variants of train .52 .71 .81

Room for improvement in discontinuity representation
=⇒ neural nets with self-attention mechanism [Rohanian et al.,
2019]

Syntactic MWE lexicons can cover variants
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MWE lexicons

Lexicographic tradition
Encoding formalisms [Gross, 1986, Mel’čuk et al., 1988, Pausé, 2018]

Partial NLP applicability [Constant and Tolone, 2010, Lareau et al., 2012]

Losnegaard et al. [2016] present a survey on MWE lexicons

3 important aspects
1 account of the morpho-syntactic structure (variants)
2 lexicon-corpus coupling
3 coverage (number of entries)
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1. Morpho-syntactic structure I

Simple
Raw list
Raw list + some variations [Steinberger et al., 2011]

More elaborate
Finite-state technology: POS and morphology of components
Karttunen et al. [1992], Breidt et al. [1996], Oflazer et al. [2004],. . .
Continuous MWEs, local morphosyntactic phenomena
Intentional format (rules) vs. extensional format (rule
application)
No account of deeper syntax, open slots
=⇒ not ideal for many verbal MWEs

18/31



Intro MWEs’ nature SOA in MWEI MWE lexicons Towards syntactic MWE lexicons References

1. Morpho-syntactic structure II

Lexicons not focusing on MWEs
Theory-neutral approaches [Grégoire, 2010, Przepiórkowski et al., 2017,
McShane et al., 2015]
=⇒ implicit regular grammar – lexicon explicitly encodes
irregularities
Approaches specific to syntactic theories: HPSG, LFG, TAG,
etc.
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2. Lexicon-corpus coupling

Fully aligned lexicons: PDT-Vallex [Urešová, 2012], SemLex
[Bejček and Straňák, 2010]

Partly aligned lexicons (corpus examples): Walenty
[Przepiórkowski et al., 2014]

Lexicon entries extracted from raw corpora: DUELME [Grégoire,
2010]
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3. Number of entries

Great variability
=⇒ from a few dozen to tens of thousands of entries
Coverage
=⇒ often inversely proportional to the richness and precision
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MWE lexicons in MWEI

Sequence tagging methods (CRF, perceptron, etc.)
Constant et al. [2013] and Schneider et al. [2014] show that handcrafted
lexicons provide important features for high-coverage MWEI
Riedl and Biemann [2016] show that discovered lexicons help MWEI

PARSEME shared task
Only one (rule-based) system uses lexicons [Nerima et al., 2017]

Maybe because of focus on multilingualism?
No unified lexicon format
High variability of verbal MWEs requires complex lexical encoding
Integration with machine learning methods is not straightforward
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Towards syntactic MWE lexicons

The situation
MWEI systems must be able to generalize over unseen data
(because of Pzipf)
MWEI systems must take variability into account to handle
seen data

The question
How to maximize the amount of the seen data at reasonable
cost?

An idea
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Roadmap
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